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Some Thoughts on
Next Generation Networks

� What do we want networks to do ?

� What are the factors that influence how
networks evolve ?

� QoS and the EU project EuQoS

� IPv6 deployments and information sources
(the EU project 6NET)
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“There is no reason for any individual to have a 
computer in his home”

“640K ought to be enough for anybody”

The Dangers of Predicting the Future

Ken Olsen, President of DEC

Bill Gates
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There are many suggestions of what future networks should do 
better than they do today (eg. from ETSI, ITU, companies, 
individuals, EC projects …… Google finds 17’200’000 results for 
Next Generation Networks !)

There is no common definition of a “Next Generation Network”, 
but there general agreement that they should:

- provide faster Internet access
(where is the bottleneck? … and is the problem really speed, or QoS
guarantees, or prioritisation?)

- support more (all) services

- support services in a more integrated way
(especially fixed-mobile)

What do we want Networks to do?
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- bring services to customers in a way that is:
->  in accordance with the trend to separate the roles of the    

various stakeholders involved, eg. Service Providers,
Network Providers, Content Providers

->  interoperable (seamless transition between different networks
(at the physical layer and above) and different services -
internationally)

->  future-proof (the easy incorporation of new services and 
network technologies)

- support levels of QoS
(in terms of delay, jitter, loss, reliability, availability)

What do we want Networks to do?
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- support security

- be simpler/cheaper to operate/maintain/manage

What do we want Networks to do?
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User Behaviour and Usage Trends

- Increasing use of Internet-based services, but demanding more 
than just Internet access

- Increasing use of peer-to-peer applications and group 
communication

- Increasing emphasis on mobility and roaming
Currently there are more than 1.5 billion mobile phone users globally. 
There are not enough IPv4 addresses to make them
reachable at all times, plus: other handheld devices, medical
diagnostic equipment, automotive gateways, etc.
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User Behaviour and Usage Trends

- Flexibility:
- same data to be available on different devices
- terminals and services to be transportable between

networks
- a “one-stop shop” for billing

- More cost effective services (SMS!)

- End-user content creation

- Less-obtrusive hardware, that exploits the existence of 
more embedded sensors and communication between 
embedded devices

- Services that are integrated, interactive, easy to use and with
filtering features (Ambient Intelligence)
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Ambient Intelligence

1.Locate customer
TAXI

TAXI

Customer

3. Locate/Inform
taxi

GPS

Ongoing
Get Position
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ss

Service Discovery
Middleware

Integrated
Network

2. Locate/book hotel

TAXImovement

“Get  me to a  hotel room”

Ongoing
Give Position

Hotel

4. Pickup Customer

5. Take Customer
to hotel

The criteria for service discovery can be the physical or network position
(Location-Based Services), and can also exploit User Profiling technology



IPv6 Summit, Luxembourg 12th July 2005artelM artelM

User Behaviour and Usage Trends

- Higher bandwidths (eg. for entertainment services, gaming, …)

- QoS (availability, reliability, speed, synchronisation, …)

- Security

Broadband and Mobility, QoS, IPv6
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Broadband:

- Commercial offerings of wired access capacity to the Internet is 
doubling every 2 years for the same price

- A downstream throughput of 1 Mbit/s is now common for many 
residential users – a rate which was unimaginable for most 
people 10 years ago

- A similar increase over the next 10 years can be enabled by 
deploying optics ever closer to the end user. In this respect, 
optical metro networks with optical Ethernet in the “first mile”
looks to be an attractive fixed-network scenario (also PONs)

… however, in parallel to wanting more bandwidth, users are 
wanting to communicate without being physically wired to the 
network 

Broadband and Mobility



IPv6 Summit, Luxembourg 12th July 2005artelM artelM

Mobility:

- Public GSM access networks have been installed to handle 
the huge demand for mobile telephony and Internet access, 
but the bandwidth is low compared with that available from a 
fixed access line

- GPRS and UMTS bring some improvement

- Ultra Wideband (155Mbit/s)

- Ad-hoc networks

…. but WLAN  is emerging as a serious contender, with WiMAX
following closely

Broadband and Mobility
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Mobility:

- Developed for the private LAN area, WLAN is a simple and 
cheap technology that offers a bandwidth that even exceeds 
what is available on many wireline connections.

- WLANs have been installed by network operators to satisfy 
Internet access in public “hot spots”, thereby blurring the 
boundary between public and private networks.

- WLAN and WiMAX may first be introduced as multiservice 
public networks on a large-scale in developing regions.

Broadband and Mobility
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Broadband and Mobility
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provider
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- The debate on QoS in the Internet has been running for more 
than 10 years, but only the “easy” solutions are implemented.  

� Overprovisioning (only a solution for the backbone)

� Exploiting the capabilities of the lower layers (MPLS)

? Priorities (DiffServ)

? Explicit signalling (RSVP)

? NSIS

QoS

- Is there a business model ?
- Who is willing to pay for it ?
- What services do we expect the Internet to carry ?

- The same service used on a different terminal, or transmitted 
over a different access network, will require different QoS values

- Can it be solved with adaptive applications ?
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QoS History:
Results from Previous EU-IST Projects

…. and there were others:

GCAP, SEQUIN, PROXiTV, BASS, Moby Dick, M3I, 
MANTRIP, DepAuDE, QoSIPS

So …. given that there were so many projects 
working on the topic for so long we should have 
some good results ….

AQUILA
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AQUILA 
solution

TEQUILA 
solution

M3I 
solution

QoSIPs
solution

QoS History:
Results from Previous EU-IST Projects

…. and we have …. lots of them
…. all different !

user              service provider                network provider

service provider                network provider

service provider              

CADENUS 
solution
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Subjective and Qualitative:
– “high”, “medium”, “low”, “better”, “worse”, “good”, “fair”, “poor”

Yet QoS must be mapped onto measurable network attri butes:
– Availability
– Throughput
– Loss
– Delay
– Jitter

History:
Why is IP QoS so difficult?

The “definition” of QoS
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Over-provision:
– only feasible in the home and in the core

Pre-reservation of resources (Traffic Engineering):
– ATM, RSVP

Prioritisation of services and/or users:
– DiffServ
– MPLS

History:
Why is IP QoS so difficult?

Many different mechanisms are available
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Admission
Control

Dynamic
Pricing

Alternate
Routing

Traffic
Engineering

Charging

Router
Capabilities Networks

Overlay Short Term Long Term

Static Solutions Resource Management

Over
Provision

QoS Management

QoS in IP

GCAP
SEQUIN

PROXiTV

BASS
AQUILA

CADENUS

M3I MANTRIP
DepAuDE

TEQUILA QoSIPS

MOBY DICK

ATRIUM

History:
Why is IP QoS so difficult?
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IP wasn’t designed for QoS:
– Connectionless (invented by DARPA for error-prone 

(military) environments)
– So, if we want to provide QoS, we have to add something:

» What ?
» Where ?

» How do you get it through IETF ?

» How do we get a ROI ?

History:
Why is IP QoS so difficult?

The Internet is Anarchy:
– Anyone can become an ISP
– An owner of a domain may not respect any QoS indicators 

that he receives
– There are many vendors - rfcs are not always observed
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Bandwidth suddenly got cheap:

– We are using 10M links today for IP-based distributed 
conferences and getting the same quality than we got with 
2M ATM links 10 years ago …. but for less money

– Over-provisioning seems to be the accepted solution for 
the core

Proliferation of terminal types

History:
Why is IP QoS so difficult?

Adaptive applications
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Manufacturers have a natural instinct to sell new p roducts

History:
Why is IP QoS so difficult?

Researchers have a natural instinct to look for new  solutions
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• Technology doesn’t stand still
“everything that was on the fixed network 15 years ago is 
migrating to wireless (telephony, Internet), and everything 
that was wireless 10 years ago is 
migrating to terrestrial (TV)”

GÉANT: switched –> routed -> switched

• Niche solutions become
economic in specific
parts of the network

History:
Why is IP QoS so difficult?
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– Service level convergence:

» Including voice into an e-commerce session

» “Pop-up” data about a caller 

Why do NGNs need QoS ?

Convergence:

– Network protocol convergence:

» The majority of traffic is now IP-based data (Web, 
games, file transfer, e-mail, ..… If we can carry all 
services (including voice) reliably over IP networks, 
then we save on equipment, training, maintenance
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Home            Access                Core

Where do we need IP QoS ?

10-100Mbit/s

10-100Gbit/s
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ISP

POTS
ISDN

Optical

Cable 
TV

xDSL

Wireless

IAP

Internet
Backbone

Internet
Access
Points

Where do we need IP QoS ?
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• Not tweaking the Internet Protocol itself to do something it 
wasn’t designed for

• Putting the QoS support somewhere else (as was done
with TCP for guaranteeing reliable data transfer)

• Using a conventional SLA approach when negotiating QoS
with peers

What should we be doing on QoS ?

• Agreeing where it is needed:

– Shared access networks (WLAN, CATV, PLC)

– Places where concentration takes place (DSLAM)

– Places that are under “my control”

– Places which can earn new revenue
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user                service provider                   network provider

service provider                   network provider

service provider              

Multiple Service- and Network- Providers 

The CADENUS Approach



IPv6 Summit, Luxembourg 12th July 2005artelM artelM

 

Resource  
Mediator  

(per administrative domain)  

Backbone Network  
Provider  

Service Provider  

Access  
Mediator  

Resource  
Mediator  

(per administrative domain)  

Access Netw ork  
Provider  

Next Administrative
Domain  

SLA  

. AAA  

. Directory/yellow  pages  

. Preferences lists  

. Services menu  

. User profile  

. Terminal types  . Traffic engineering  
. Terminal localisation  
. Terminal capability  
. Network capability  

Service  
Mediator  
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The CADENUS Approach
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IMS
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Ovum’s prediction for an
IP Multiservice Network

(Source: Ovum Next Generation Internet: Strategies for the Multiservice Network)

1990              2000             2010             2020        2030

Infancy

QoS

Interoperation

Integration

Multiservice
Internet
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How EuQoS is addressing the topic
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How EuQoS is addressing the topic
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Current status: Where there is / will be soon any QoS solution, it:
- is technology dependent 

- does not have end-to-end significance

Static 
“SLA”

Static 
“SLA”ISP1 ISP2 ISP3

Off-line 
process

xDSLWiFi Core IP 
network

Off-line 
process

“QoS” connection “QoS” connection “QoS” connection

Sign. 
Proxy

Integrated, technology independent resource management plane

Sign. 
Proxy

Sign. 
Proxy

End-to-end QoS connection

On-line
QoS sign.
function

On-line
QoS sign.
function

EuQoS solution:
- technology-independent layer added

- QoS signalling capabilities added to the applications (terminals)

Technology-specific resource managers
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(F3) Failure Management
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(F5) Security & AAA

(F6) Charging

(F4) Traffic Engineering & 
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End System

Network Element / Server

Flexible and Secure 
QoS Assurance System

(FB) Application 
Signalling (SIP,RTSP)

(FD) Middleware

QoS Protocol StackUser / QoS Aware Control Plane

xDSL WiFi Sat. LAN
DWDM
GMPLS

UMTS

Functional Blocks of the EuQoS Architecture
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3) Monitoring, Measurement,
Fault Detection

2) Admission Control

1) Signalling & 
Service Negotiation

5) Security & AAA

6) Charging

4) Traffic Engineering & 
Resource Optimisation

xDSLWiFi Core IP 
network

Technology-specific resource managers

End-to-end QoS monitoring

QoS monitoring QoS monitoring QoS monitoring

General View of the Monitoring and
Fault Management Function
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Technology-specific resource managers

For AAA purposes, a user has to register to the EuQoS service.
Registration is an off-line process between the user and the SP, which is performed over 
the Internet, by phone, or by filling in a paper form.
The details provided are used for coarse network dimensioning purposes, but are primarily 
for the subsequent authorisation of a user, and for billing.

3) Monitoring, Measurement,
Fault Detection

2) Admission Control

1) Signalling & 
Service Negotiation

5) Security & AAA

6) Charging

4) Traffic Engineering & 
Resource Optimisation

The Registration Process
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• Locate the called party

• Check that the capabilities of the calling and called parties
are consistent (codecs)

SIP is used to:

• Include pre-conditions (rfc 3312) 
ie. don’t start the session until QoS is assured)

• Add QoS parameters in the SDP or use QSIP
(the Internet Draft: veltri-sip-qsip-01 defines a solution
based on an enhancement of the SIP protocol to convey
QoS related information)

SIP is extended to:

Reaching the Resource Managers (1)
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Reaching the Resource Managers (2)
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Reaching the Resource Managers (2)

signalling
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6NET Objectives

� To build and operate a dedicated international IPv6
network, and use this network to validate that the
demands for the continuous growth of the global 
Internet can be met with the new IPv6 technology

� To support high-impact demonstrators and 
deployment scenarios

� To help European research and industry to play a 
major role in defining the next generation of 
networking and application technologies that go 
beyond the current state of the art
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Industry Partners
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NREN Partners

FCCFCCFCCFCC

NNNN



IPv6 Summit, Luxembourg 12th July 2005artelM artelM

Research Academic Computer Technology Institute

Academic Partners
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The Beginning ....
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........
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........
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The End ....
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Network Services and Applications

� Multicast

� QoS

� Mobility

� … and subsequent deployment support
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Multicast – M6Bone



IPv6 Summit, Luxembourg 12th July 2005artelM artelM



IPv6 Summit, Luxembourg 12th July 2005artelM artelM

IPv6 Multicast Beacon
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Multicast Gateway
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Gnome meeting

http://www.gnomemeeting.org/

GnomeMeeting
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1. User uses a web browser to 
connect to the VideoLAN Portal 
Server (over IPv6); 

2. The portal shows a set of video-
assets on servers connected to 
the 6NET network; 

3. User selects a video-assets from 
the portal; 

4. VideoLAN Portal Server starts the 
stream on Content-server Y or Z 
and gives as result of the choice, 
a mine-type that triggers 
VideoLAN Client to start and 
connect to the server or to join on 
the IPv6 Multicast group 

VideoLAN
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ATHENS
GSR
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POS
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JANET
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POS

Fast Ethernet
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JANET
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QoS was enabled for >8 months !!

6NET QoS
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Demonstrators

� VoIP with SIP (SIP Express Router) + voice user 
agent (eg. Kphone IPv6) + PSTN gateway + MCU 
+ VPN functionality

� Flute (Multicast)
� Streaming between mobile hosts, including Mobile 

IP functionality
� AccessGrid
� Globus (GT3)
� Open H323 + Open VPN
� Home Networking
� Greek School Network
� Mobility demonstrators
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Mobility Demonstrators

� 3 Mobility demonstrators:
� Remote Schools Network Support
� Mountain Rescue
� Mobile Library

� UCL worked on integrating VoIP into the 
above
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� Each network support 

vehicle will be fitted 

with a 3200 series MAR

� Each MAR will support 

numerous interface 

types to connect back 

to campus network

� Also provide a 

temporary 802.11g 

hotspot around the 

vehicle

Campus
Network

Internet

Microwave

School

mobile router

Network
Response
Vehicle

Network
Broken

GSM/
GPRS/
UMTS

Remote School Network Support
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Satellite dish
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Search Teams

mobile router mobile router

mobile router

Mountain Mountain

mobile router

Rescue Vehicle Rescue Vehicle

Satellite dish

Mountain Rescue
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� MAR technology suits this scenario well:

� Provide LAN for both wired and wireless  nodes in 

and around the vehicle.

� Fixed terminals, laptops, PCs for users in the vehicle

� Uplink to the library’s servers and the internet via an 

802.11 bridge or GPRS connectivity

Campus
Network

Campus
Library

Internet

mobile router

GSM/
GPRS/
UMTS

Public
Library

Microwave/
WLAN/
Wired

Terminal

802.11b

Terminal

Terminal

Mobile Library

School /
Village
hall etc

Mobile Library
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What did 6NET Prove?

� IPv6 is ready for usage

� IPv6 is stable

� IPv6 makes life easy

� IPv6 advanced network services are 
available (QoS, Mobile IPv6, etc…)



IPv6 Summit, Luxembourg 12th July 2005artelM artelM

6NET Follow-on Work

� Research on ‘IPv6 Closed User Group’
� Getting IPv6 Services to end-points (i.e. Greek 

School Network)
� Collaboration Projects: 

� SILK
� SEEREN
� EGEE
� IPv6 Renumbering

� Transfer of Information: 
� IPv6 Book
� IPv6 tutorials (Belgrade, …)
� IPv6 Tiger Team
� 6DISS (workshops, e-learning)
� Hardware kit for TOI usage
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Backbone: Based on 7 PoPs of 
GRNET

Distribution Network : 51 nodes

•9 main

•42 secondaries

75 routers, 71 servers, 

Current Access Network 
technology:

PSTN, ISDN, Leased Lines, 
Wireless nodes, VDSL, ADSL 
- Links 

6K Primary and 3.7k 
Secondary schools already 
connected !

GRnet

Distribution Network

www.sch.grwww.sch.gr

Greek School Network
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� SEEREN � South-Eastern European Research 
and Education Networking Initiative

� Interconnects the Research and Education Networks 
of Albania, Bosnia-Herzegovina, Bulgaria, FYROM, 
Hungary, Serbia-Montenegro, Romania and Greece 
among them and to GEANT.

� Built in 2003, launched and entered its stable 
operation on Jan. 2004

� Constitutes today the South Eastern European 
segment of the multi-gigabit  pan-European 
Research and Education network GÉANT

� Initial seed funding by the EC/IST programme (1.3 
m€). Additionally around 4 m€ pulled together in 
various complementary (sub)-projects (FP6, NATO, 
National funds, etc.).

Balkans
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Conclusions
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� What do we want networks to do ?

� What are the factors that influence how
networks evolve ?

� QoS and the EU project EuQoS

� IPv6 deployments and information sources
(the EU project 6NET)

Conclusions
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Conclusions

Several key messages have been identified relating 
to NGNs:

1.   How networks evolve
2.   User behaviour and usage trends
3.   Ambient Intelligence
4.   Where convergence makes sense 
5.   Broadband and mobility
6.   IPv6
7.   External influences
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A summary of some of the key technologies for NGNs would
have to include:

- middleware and distributed systems (to enable Service Provider 
- Network Provider separation)

- IP: IPv6, broadband, QoS, security, mobile and wireless

- multi-domain network management (for seamless roaming and 
QoS support)

- seamless interworking between core and access networks

- micro and opto-electronics

- cross-media content

- multi-modal and adaptive interfaces

- multi-lingual dialogue mode

- embedded intelligence

Conclusions
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- facilities for (mobile) transitioning between networks owned by
different providers mid-session (and the corresponding charging 
issue)

- QoS may be demanded from the network or, alternatively, accounted 
for by (adaptive) applications

- QoS parameters have to be agreed between Network Providers

- the same service used on a different terminal, or transmitted over a
different access network, will require different QoS values

- QoS on IP has been a research topic for several years. However, 
practical deployments are starting now

Conclusions
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Last Word …… .

“If the automobile had followed the same development 
cycle as the computer, a Rolls-Royce would today cost 
$100 and get a million miles per gallon”

X. Cringely, InfoWorld magazine

“……………. and crash once a week”

Martin Potts
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